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asstracT: The predictive utility of screening measures for forecasting math disability (MD) at the
end of 2nd grade and the predictive and discriminant validity of math progress-monitoring tools
were assessed. Participants were 225 students who entered the study in Ist grade and completed
data collection at the end of 2nd grade. Screening measures were Number ldentification/Counting,
Fact Retrieval, Curriculum-Based Measurement (CBM) Computation, and CBM Concepts/Appli-
cations. For Number Identification/Counting and CBM Computation, 27 weekly assessments were
also collected. MD was defined as below the 10th percentile at the end of 2nd grade on calcula-
tions and word problems. Logistic regression showed that the 4-variable screening model produced
good and similar fits in accounting for MD—calculation and MD—word problems. Classification
accuracy was driven primarily by CBM Concepts/Applications and CBM Computation; CBM
Concepts/Applications was the better of these predictors. CBM Computation, but not Number
Hdentification/Counting, demonstrated validity for progress monitoring.

identification is crucial. Yet, the traditional
method for identifying these students, which re-
lies on a discrepancy between intelligence and
achievement, has come under attack for concep-

ndividuals with learning disabilities
constitute approximately 5% of the
school-age population (U.S. Depart-
ment of Education, 2000). Because of
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the additional costs involved in educat-
ing this population, as well as the potential
stigma associated with a disability label, accurate
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tual and technical problems (see Vaughn &
Fuchs, 2003). One model for reorienting learning
disabilities identification, codified in the most
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recent reauthorization of the federal disabilities
law, involves documenting a child’s inadequate re-
sponse to scientifically validated or research-based
intervention. The central assumption is that a
lack of responsiveness to a generally effective in-
tervention eliminates instructional quality as a vi-
able explanation for poor academic growth and
instead provides evidence of a disability.

Most responsiveness-to-intervention (RTI)
models of learning disabilities identification occur
within a multitier prevention system. Although
some RTI systems incorporate four or more layers
of intervention, most include three tiers, as fol-
lows. General education is the first tier, and stu-
dents who enter the RTI learning disabilities
identification process must first show evidence of
failing in this mainstream setting. After that, edu-
cators administer a second tier of prevention,
which involves scientifically validated or research-
based small-group tutoring. Students who show
poor response to this second and more intensive
tier of intervention enter special education, which
is the third and most intensive instructional tier.

In implementing an RTI multitier preven-
tion model for identifying learning disabilities,
the first step is determining the students who are
at risk for developing learning disabilities and
who therefore require attention within the pre-
vention system. Identifying this risk pool early, in
kindergarten or first grade, permits students to
participate in prevention services before the onset
of substantial academic deficits. The goal is to in-
crease the likelihood that the academic compe-
tence of these students will develop adequately.

Two types of errors, however, challenge the
accuracy of procedures for classifying children
into at-risk and not-at-risk groups early in their
schooling. The first type of error is false positives,
in which children who eventually become aca-
demically competent score below the cutpoint on
the predictive instrument, so educators therefore
consider them to be at risk. False positives under-
mine prevention by stressing school resources to
provide Tier 2 intervention to an inflated percent-
age of students (Fletcher et al., 2002; Jenkins &
O’Connor, 2002). The second error type is false
negatives, that is, children who score above the
cut score on a predictive instrument but who later
develop academic problems. A classification pro-
cess that produces large numbers of false negatives
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diminishes the effectiveness of prevention efforts
by depriving at-risk children of the early interven-
tion that they require (Jenkins, 2003; Torgesen,
2002). For a multitier prevention system to work
effectively, procedures for determining risk must
yield a high percentage of true positives while
identifying a manageable risk pool by limiting
false positives.

The goal is to increase the likelihood that
the academic competence of these students
will develop adequately.

The first purpose of the present study was to
explore methods for screening first-grade children
who require attention within a multitier preven-
tion system that incorporates an RTI model for
identifying learning disabilities. Our focus was
mathematics. The incidence of math disabilities
(MD) is similar to the incidence of reading dis-
ability (Gross-Tsur, Manor, & Shalev, 1996;
Lewis, Hitch, & Walker, 1994), even though less
systematic research has focused on MD. In the
next section, we summarize previous work on
math screening conducted at the kindergarten
and first-grade levels. We then clarify how the
present study extends the screening literature and
explain the study’s second purpose concerning
progress monitoring.

PREVIOUS MATH SCREENING
STUDIES

We identified nine studies that (a) were con-
ducted at the kindergarten or first-grade level, (b)
reported predictive validity information on math
screening measures, and (c) incorporated math
outcomes. For example, we eliminated Magliocca,
Rinaldi, and Stephens (1979) because neither che
outcome (“teacher judgment that the student will
experience considerable difficulty or be retained”)
nor the predictors (writing Xs in grids, copying
figures, and naming colors) were specific to math.
In addition, we did not include Gersten, Jordan,
and Flojo (2005) because it is a synthesis paper
and includes the same study reported in Baker et
al. (2002).
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Table 1 summarizes key information for each
study. The table displays sample size, grade where
screening occurred, grade where outcome was as-
sessed, the screening instruments, the outcome
measures, the correlations between the screeners
with the various outcomes (identified as outcome
01 or outcome 02 within each study), and the de-
cision utility information (hit rate, or the percent-
age of cases correctly classified as at high risk for
MD and at low risk for MD; sensitivity, or the
degree to which a screening measure correctly
identifies children at high risk for MD; and speci-
ficity, or the degree to which a screening measure
correctly identifies children at low risk for MD).
Using Baker et al. (2002) as an example, the table
reads as follows. The study initially assessed stu-
dents (n = 64-65) in the spring (S) of kinder-
garten on four screening measures: Number
Knowledge Test (Okamato & Case, 1996), digit
span backward, numbers from dictation, and
magnitude comparison. Assessment in the spring
of first grade involved two outcomes: the Stanford
Achievement Test 9 (Harcourt Brace Educational
Measurement, 1996) and the Number Knowledge
Test. The correlations with respect to outcome 01
(Stanford Achievement Test 9) ranged between
.47 and .72. For outcome 02 (Number Knowl-
edge Test), correlations were similar (.45 to .72).
Baker et al. provided no information on decision
utility to determine the accuracy of the individual
predictions of risk with respect to outcomes. Five
of the nine studies incorporated, but were not
limited to, similar measures (developed at the
University of Oregon), most frequently including
number identification, quantity discrimination or
magnitude comparisons, and missing numbers.

Six studies focused on kindergarten screen-
ing. Baker et al. (2002) reported predictive valid-
ity from the end of kindergarten to the end of
first grade. The coefficients for the multiskill
Number Knowledge Test, when used as a
screener, appeared higher (.72) than those for the
single-skill and perhaps easier screeners, where
correlations for numbers from dictation and mag-
nitude comparisons were .45 to .60 (the re-
scarchers did not test differences between
correlations). Two other kindergarten studies in-
corporated a similar set of single-skill screeners.
Lembke and Foegen (2006), who considered the

same predictive time frame, documented coeffi-
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cients of similar magnitude. By contrast, the pre-
dictive interval of Bryant, Bryant, Kim, and Ger-
sten (2006)—which was limited to a time frame
of several months—found somewhat higher cor-
relations (including a coefficient of .73 for the
total score across five of their measures, excluding
backward digit span).

Simner (1982); Teisl, Mazzocco, and Myers
(2001); and VanDerHeyden, Witt, Naquin, and
Noell (2001)—in contrast to Baker et al. (2002),
Lembke and Foegen (2006), and Bryant et al.
(2006)—reported or provided information for
calculating hit rate, sensitivity, and specificity,
sometimes with correlation coefficients (Simner;
Teisl et al.) and sometimes without (VanDerHey-
den et al.). Teisl et al. was the only one of these
three studies to directly assess math outcomes, ei-
ther 4 months later (spring of kindergarten to fall
of first grade) or 1 year later (spring of kinder-
garten to spring of first grade). With teacher rat-
ings as the screener, the correlation with the Test
of Early Mathematics Ability-2 (Ginsburg & Ba-
roody, 1990) was .34, with better specificity
(87.7) than sensitivity (65.2). Simner was one of
few studies that used a nonmath skill, reflecting a
math-related cognitive ability (writing reversals of
numbers and letters from short-term memory), as
the predictor to screen kindergarten students for
future math difficulties. The outcome was kinder-
garten teachers’ rankings of first-grade readiness,
where correlations were high (.67) but where
specificity (86.7) again exceeded sensitivity
(77.3). The correlation for the later outcome, re-
port card grades during the winter of first grade
appeared lower (.40), with no predictive utility
information reported. Finally, VanDerHeyden et
al. examined three kindergarten screeners (the re-
searchers did not indicate time of year) with re-
spect to professional judgments of student
difficulties (end-of-kindergarten retention or re-
ferral to the school’s problem-solving team or
identification as a validation problem). For each
screener, they again found lower sensitivity
(0.00-71.4) than specificity (90.9-94.4), with
two of the screeners picking up none of the refer-
rals or validation problems.

We identified three studies conducted at the
first-grade level (including Bryant et al., 2006,
which was also described at the kindergarten
level). Daly, Wright, Kelley, and Martens (1997)
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tested 30 children in the fall on number knowl-
edge, using four formats (number reading, num-
ber counting, number production, and number
selection) and then again 4 months later on the
outcomes: addition basic facts and subtraction
basic facts. The correlations ranged between .07
and .39, with identical coefficients for addition
and subtraction outcomes. By contrast, Clarke
and Shinn (2004) used a greater variety of single-
skill screeners and obtained more encouraging re-
sults. With 52 first graders, the correlations
between the fall screeners (oral counting, number
identification, quantity discrimination, and miss-
ing number) and the spring outcomes (Woodcock
Johnson Applied Problems and curriculum-based
measurement computation) ranged from .56 to
.79. The .79 occurred for quantity discrimina-
tion, and the pattern of coefficients suggested that
the screeners were better at predicting concepts
and applications than at predicting computation
performance (the researchers did not test differ-
ences between correlations). Bryant et al. incorpo-
rated a similar battery of measures but also
included addition facts and reported a coefficient
for the total score across the individual tests. The
coefficients of Bryant et al. for the single-skill
scores ranged from .42 for oral counting to .66
for addition facts, with .70 for the total score
across measures. This outcome suggests differen-
tial validity for the most difficult screener, addi-
tion facts; but the study did not assess differences
between correlations, and the prediction involved
a shorter time frame, winter to spring of first
grade.

The final study (Chard et al., 2005) included
a mix of kindergarteners and first graders from fall
to spring of the same year and used the Number
Knowledge Test as the outcome. These researchers
examined 10 screeners. We excluded counting to
20, counting from 3, and counting from 6 because
correlations ranged between .07 and .18. The oth-
ers, shown in Table 1, were skip counting by 10s,
5s, or 2s; number writing; number identification;
quantity discrimination; and missing number.
Correlations ranged between .49 and .64, with the
highest coefficient for missing number.

Across these studies, we offer four observa-
tions. First, at first grade, correlations appeared
stronger when researchers used the Number
Knowledge Test as a screener (Baker et al., 2002;
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Chard et al., 2005) and when Bryant et al. (2006)
considered a total score across six single-skill
screeners, including the more difficult addition
facts. A key distinguishing feature of the Number
Knowledge Test and Bryant et al.’s total score is
the assessment of a broader scope of skills, includ-
ing more difficult items. Of course, both are rela-
tively time-consuming as screeners; the Number
Knowledge Test requires more than just a few
minutes of individual administration, and Bryant
et al.’s total score involves administration of six 1-
min measures. Yet, the relatively high coefficients
suggest the need for additional study of time-effi-
cient screeners that incorporate a more difficult or
broader span of skills. Such an approach seems
conceptually sound because previous work (e.g.,
Fuchs, Fuchs, Stuebing, et al., 2006; Fuchs,
Fuchs, Compton, Powell, et al., 2006) indicates
that the various aspects of mathematics (e.g.,
problem solving vs. computation) may involve
separate abilities. This outcome challenges the no-
tion that a single math behavior may serve as a vi-
able predictor of mathematics difficulties later in
school, as the range of skills required for success
grows.

Our second observation is that screening
may prove more difficult for detecting students
who will emerge as having math difficulties (sen-
sitivity) than for predicting who will develop ade-
quately (specificity). This result may be inevitable
because most children will in fact not develop
math difficulties (creating a bigger denominator
in the calculation of specificity). At the same
time, another potential deterrent to sensitivity,
related to our third observation, is that the screen-
ing measures investigated to date may be insuffi-
ciently difficult to yield fine discriminations at
the lower end of the distribution. This observa-
tion may be especially valid at first grade, where
the screening tasks, with the exception of Bryant
et al.’s (2006) addition facts, do not extend much
beyond the difficulty of the measures studied at
kindergarten. Finally, with respect to methodol-
ogy, none of the existing studies examined out-
comes more than 12 months out or beyond first
grade, with few studies reporting correlational
data as well as decision utility data.
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HOW THE PRESENT STUDY
EXTENDS PREVIOUS WORK

In the present study, we sought to extend previous
work on math screening. Our first substantive ex-
tension to the literature concerns the nature and
breadth of the screeners examined. We included
(a) a relatively easy screener that incorporated a
limited set of skills (number identification/count-
ing, e.g., 3,4, 5, __, __); (b) a more difficult sin-
gle-skill screener that relied on fact retrieval (e.g.,
4 + 2,9 - 3); (c) a multiple-skill computation
screener that sampled the entire first-grade cur-
riculum; and (d) 2 multiple-skill concepts and ap-
plications screener that sampled the entire
first-grade curriculum.

The second substantive contribution involves
the nature of the predicted outcomes, where we
separated computation from word problems per-
formance. Previous work demonstrates that these
skills may represent separate dimensions of com-
petence. For example, Fuchs, Fuchs, Stuebing, et
al. (2006) assessed 924 third graders on three
measures of calculation and four measures of
math problem-solving skill. The researchers iden-
tified students without difficulty, with calcula-
tions difficulty, with word problems difficulty, or
with calculations and word problems difficulty.
Profile analysis showed distinctive patterns of cog-
nitive abilities associated with calculations versus
word problems difficulty, regardless of whether
the difficulty occurred alone or in combination.
Although calculations and problem solving may
comprise two distinct aspects of mathematics cog-
nition, previous screening studies have not ex-
plored these outcomes separately. Also with
respect to outcomes, we assessed MD at the end
of second grade, nearly 2 years after collecting the
initial screening data. At most, prior work has ex-
plored outcomes 1 year out and at the end of first
grade.

In addition to these substantive contribu-
tions, we extended previous work in two method-
ological ways. First, we used logistic regression to
look beyond predictive correlations to consider
hit rate, sensitivity, and specificity. This focus on
decision utility permitted us to assess the accuracy
of individual designations of risk. Second, with
respect to the designation of MD, we employed a
relatively stringent research criterion: below the
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10th percentile. The MD literature sometimes
employs cutpoints as high as the 35th percentile
o designate math difficulty. We, by contrast, se-
lected the 10th percentile so we could generalize
findings to school contexts, which reserve the des-
ignation of disability for extremely poor perfor-
mance.

Beyond these substantive and methodologi-
cal extensions to the math screening literature, we
adopted a second purpose: to compare the ten-
ability of two math assessments for the purpose of
monitoring students’ progress during first grade.
As with screening, progress monitoring is a cen-
tral assessment component within RTI, because
progress monitoring can help determine whether
students are responding to intervention. For this
reason, educators need information about
whether progress-monitoring tools validly index
the development of mathematics outcomes.

Most previous research on math progress
monitoring at first grade, however, has only inves-
tigated technical features of performance on
progress-monitoring tools at one point in time
(see Table 1). Although the reliability and validity
of a one-time administration are important in
substantiating the tenability of a progress-moni-
toring tool, determining the validity of the slope
is critical to permit conclusions about whether in-
creasing scores, based on frequent measurements
over time, are associated with long-term overall
competence. Using relatively easy single-skill
math screeners at first grade, Clarke (2005) de-
scribed rates of increase (difference scores) from
fall to winter and from winter to spring testing to
assess how the rate of increase during the fall
compared to the rate of improvement in the
spring. Lembke and Foegen (2006), by contrast,
measured students monthly from November to
January and reported weekly rates of increase that
were based on ordinary least-squares regression
among 30 first graders. They found small average
rates of improvement: 0 to .08 for quantity dis-
crimination, —.16 to .06 for number identifica-
tion, and —.06 to .04 for missing number. We
extended these prior studies by conducting
weekly assessments over the course of first grade,
as would occur if the measures were used for
progress monitoring, on two contrasting types of
progress-monitoring measures: a single-skill and
a multiskill measure. We examined predictive
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validity (i.e., the correlation between the first-
grade slope of improvement and end-of-second-
grade math performance) and discriminant
validity (i.e., differences in slope as a function of
end-of-second-grade MD status).

METHOD
PARTICIPANTS

We derived the sample for the present research re-
port from an intervention study conducted with
students in 41 first-grade classrooms in six Title I
schools and four non-Title I schools in a south-
eastern metropolitan school district (Fuchs et al.,
2005). For the intervention study, we had admin-
istered a broad set of math measures in September
of first grade to the 667 students for whom we
had received parental consent (i.e., 89% of the
students in the 41 classrooms). We had identified
139 students with low math performance (i.e.,
below the 21st percentile) at study entry on a
broad array of math measures. We then randomly
assigned the low-study-entry students to receive
Tier 2 math tutoring (# = 70) or not receive such
tutoring (n = 69). For comparison purposes, we
also followed an additional 180 students, deemed
average at study entry on this broad array of mea-
sures, across first and second grades. Because
some students moved to other schools, the size of
these three groups (low-study-entry tutored, low-
study-entry control, and average-study-entry
comparisons) had decreased from September to
May to 63, 64, and 145, respectively. By the end
of second grade, when students had dispersed to
116 classrooms, complete data on the variables of
the present study were available for 55, 57, and
113 students in the three respective groups. These
225 students comprised the sample for the
progress-monitoring questions posed in the pre-
sent study. For these 225 students, the average
standard scores on the Woodcock-Johnson III
(W] 11I; Woodcock, McGrew, & Mather, 2001)
Word Identification, Calculation, and Applied
Problems subtests, respectively, were 105.90 (SD
= 11.31), 102.18 (8D = 13.69), and 97.92 (SD =
11.97). The sample included 122 males (54.2%).
In the sample, 114 (54.0%) received subsidized
lunch. The race/ethnicity distribution was 103
(45.8%) African American, 103 (45.8%) non-
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Hispanic White, 15 (16.7%) Hispanic, and 4
(1.8%) other. The sample included no English-
language learners. A total of 23 students in the
sample (10.2%) received some form of special ed-
ucation: Two students had a learning disability,
one had attention deficit/hyperactivity disorder,
and 20 had speech and language disorders.

As shown in Fuchs et al. (2005), the low-
study-entry tutored students scored significantly
better than the low-study-entry control students
at the end of first grade. Moreover, at the end of
second grade, low math status (i.e., below the
10th percentile on the Wide Range Achievement
Test—Arithmetic; WRAT-Arithmetic; Wilkinson,
1993) was significantly more prevalent for the
low-study-entry control students than for the
low-study-entry tutored students. Consequently,
the tutoring the low-study-entry tutored students
received influenced their outcomes, thereby
negating viable predictions that were based on
their initial first-grade performance. For this rea-
son, we eliminated the low-study-entry tutored
students when conducting our screening analyses,
leaving an untutored sample of 170 students.
Among these 170 students, the average standard
score on the WJ III (Woodcock et al., 2001)
Word Identification, Calculation, and Applied
Problems subtests were 107.49 (SD = 10.53),
104.26 (SD = 13.11), and 99.55 (SD = 12.18),
respectively. The sample included 89 males
(52.3%). In the sample, 82 students (48.2%) re-
ceived subsidized lunch. The race/ethnicity distri-
bution of the sample was 75 (44.1%) African
American, 78 (45.9%) non-Hispanic White, 13
(7.6%) Hispanic, and 4 (2.4%) other. A total of
17 students (10%) received some form of special
education: One student had a learning disability,
and 16 had speech and language disorders.

FIRST-GRADE SCREENING MEASURES

We administered four screening measures in
September of first grade: fact retrieval; CBM
Computation (Fuchs, Hamlett, & Fuchs, 1990);
Number Identification/Counting (Fuchs & Ham-
lete, 2005); and CBM Concepts/Applications
(Fuchs et al., 1990). For each measure, students
received problems on paper and wrote their re-
sponses on paper.
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Fact Retrieval. To assess competence with fact
retrieval, we used Addition and Subtraction Fact
Fluency (Fuchs, Hamlett, & Powell, 2003). Addi-
tion Fact Fluency comprises 25 addition fact
problems with answers from 0 to 12, presented
horizontally on one page. Subtraction Fact Flu-
ency comprises 25 subtraction fact problems with
answers from 0 to 12, presented horizontally on
one page. Each of these tests allows students 1
min to write answers. The score is the number of
correct answers across the addition and subtrac-
tion subtests. Staff entered responses into a com-
puterized scoring program on an item-by-item
basis, and an independent scorer reentered 15%
of the tests. Data-entry agreement was 99.4%.
Coefficient alpha was .84.

CBM Computation. CBM Computation
(Fuchs et al., 1990) is a one-page test displaying
25 items that sample the typical first-grade com-
putation curriculum: Problems with two single-
digit number requiring adding or subtracting,
problems with three single-digit number requir-
ing adding, and problems with two double-digit
number requiring adding or subtracting without
regrouping. Students have 2 min to complete as
many problems as possible. The score is the num-
ber of digits correct. Staff entered responses into a
computerized scoring program on an item-by-
item basis, and an independent scorer reentered
15% of the tests. Data-entry agreement was 99.6.
Cocfficient alpha was .96.

Number Identification/Counting. Number
Identification/Counting (Fuchs & Hamlett,
2005) is a four-item test that presents students
with number sequences, the last two of which are
shown as blanks (e.g., 4, 5,6, ___, ___ ). The
student writes numerals to complete the se-
quence. Students have 1 min to complete the
items, and the score is the number of items com-
pleted with two correct numbers, aggregated
across two tests taken 1 week apart, for a maxi-
mum score of 8. Staff entered responses into a
computerized scoring program on an item-by-
item basis, and an independent scorer reentered
15% of tests. Data-entry agreement was 99.3.
Coefficient alpha was .92.

CBM Concepts/iApplications. CBM Con-
cepts/Applications (Fuchs et al., 1990) is a three-
page test with 25 items that sample the typical
first-grade concepts and applications curriculum,

Exceptional Children

including numeration, concepts, geometry, mea-
surement, applied computation, charts and
graphs, and word problems. The tester reads the
words in each item aloud. For 20 items, students
have 15 s to respond before the tester reads the
next item; for the remaining 5 items, students
have 30 s. The score is the number of correct an-
swers, Staff entered responses into a computerized
scoring program on an item-by-item basis, and an
independent scorer reentered 15% of tests. Data-
entry agreement was 97.8%. Coefficient alpha
was .92,

FIRST-GRADE PROGRESS-MONITORING
MEASURES

The researchers administered two measures, CBM
Computation and Number Identification/Count-
ing, weekly in large-group format. For CBM
Computation, each weekly alternate form (a)
samples the annual computation curriculum with
the same problem types in the same proportions
and (b) displays problems in random order. Stu-
dents have 2 min to write answers, and the score
is the number of digits correct. The maximum
score is 31 or 32, depending on the form (on one
alternate form, the maximum is 34, because sums
of 10 are randomly drawn more frequently). Staff
entered responses on an item-by-item basis into
software that scored performance. A second scorer
independently reentered 15% of the protocols,
with 98.5% agreement. Performance consists of
weekly rate of improvement (calculated with an
ordinary least-squares regression between score
and calendar day). Coefficient alpha (estimated at
Week 10) was .90.

For Number Identification/Counting, each
weekly alternate form samples four items, and
students have 1 min to write their responses to
these items. The score is the number of items
completed with two correct numbers, aggregated
across 2 consecutive weeks, for a maximum score
of 8. Staff entered responses on an item-by-item
basis into software that scored performance. A
second scorer independently reentered 15% of the
protocols, with 99.3% agreement. Performance
consisted of the weekly rate of improvement (cal-
culated with an ordinary least-squares regression
between score and calendar day). Coefficient
alpha (estimated at Week 10) was .89,
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SECOND-GRADE OQUTCOME MEASURES
AND THE DESIGNATION OF MD

In the spring of second grade, the researchers ad-
ministered two outcome measures: the WRAT
3—Arithmetic (Wilkinson, 1993) and Jordan’s
Story Problems (Jordan & Hanich, 2000).

WRAT 3-Arithmetic (WRAT 3). The WRAT
3—Arithmetic (Wilkinson, 1993) allows students
10 min to complete calculation problems of in-
creasing difficulty. If the basal is not met, students
read numerals aloud to the examiner. Median reli-
ability is .94 for ages 5 to 12 years. The correla-
tion with the WJ III Calculation Test at Grade 2
was .71.

Word Problems. Following Jordan and
Hanich (2000; adapted from Carpenter 8 Moser,
1984; Riley & Greeno, 1988; Riley, Greeno, &
Heller, 1983), Story Problems comprises 14 brief
story problems involving sums or minuends of 9
or less, with change, combine, compare, and
equalize relationships. The tester reads each item
aloud; students have 30 s to respond. The score is
the number of correct answers. A second scorer
independently rescored 15% of protocols, with
agreement of 99.8%. Coefficient alpha on this
sample was .87. We used this measure to index
word problems disability because no other mea-
sure provides adequate behavior sampling of sec-
ond-grade word problems.

Designation of MD. Students received a desig-
nation as MD in two ways: (a) scoring below the
10th percentile on the WRAT 3-Arithmetic (i.e.,
MD-—calculation) using the WRAT 3 national
norms, and (b) scoring below the 10th percentile
on Story Problems (i.e., MD-word problems).
We derived the normative profile for designating
disability on Story Problems from a local but rep-
resentative sample of 634 students at the end of
second grade, external to the present study.

PROCEDURE

Administration of Screening and Outcome
Measures. Before administering each measure,
staff learned, practiced, and established agreement
on administration procedures. For each measure,
examiners, who were research assistants on this
project, used a standard script from which they
read directions. Examiners administered the
screening measures in large groups. Two research
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assistants and the classroom teacher supervised
each session. Examiners administered the out-
come measures individually or in small groups.
Students who were absent for the screening com-
pleted make-up testing individually or in small
groups.

Administration and Use of Weekly Progress-
Monitoring Measures. Research assistants adminis-
tered the first weekly CBM Computation and
Number Identification/Counting tests to intact
classes while teachers observed. We then gave
teachers administration scripts and audiotapes
with start and stop times. Each week, staff pro-
vided teachers with a new set of tests that in-
cluded students’ names; teachers administered the
tests in whole-class format; and research assistants
picked up the week’s completed tests. Research as-
sistants entered students’ responses into software
for automatic scoring and data management. On
CBM Computation and Number Identifica-
tion/Counting, data-entry agreement calculated
on 20% of protocols was 99.4% and 99.8%, re-
spectively, at Weeks 3, 10, and 15. After seven
weekly administrations and every 2 weeks there-
after, research assistants printed computerized re-
ports and met with teachers to discuss the reports,
which summarized the class performance for the
most recent 2-week interval, At Week 10, to teach
students how to interpret their graphs, research
assistants printed computerized student graphs
and used a scripted lesson with overheads to con-
duct a whole-class session. Every 3 weeks there-
after, research assistants provided teachers with
graphs to share with their students. Although
teacher and student feedback may possibly affect
student trajectories, we opted to provide such
feedback to mirror typical progress monitoring in
schools.

DATA ANALYSIS

Screening. We used logistic regression to pre-
dict membership in the second-grade MD and
non-MD (NMD) groups, separately for MD—cal-
culation and for MD-word problems. Binary lo-
gistic regression is a form of regression used to
predict a dichotomous dependent variable on the
basis of independent variables. It provides the per-
centage of variance in the dependent variable ex-
plained by the independents and ranks the
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relative importance of independent variables. The
output from logistic regression is a set of coeffi-
cients for an equation that calculates the probabil-
ity that a new case is of a certain class. Logistic
regression is relatively flexible because it does not
assume (a) a linear relation between dependents
and independents, (b) a normally distributed de-
pendent variable, (c) homogeneity of variance, (d)
normally distributed error terms, (e) interval-level
independents, or (f) unbounded independents.
Logistic regression assumes that multicollinearity
does not occur and that outliers are not a prob-
lem; we tested these assumptions, which proved
viable.

For the logistic regression models in this
study, we were most interested in maximizing the
rate of true positives and then observing the asso-
ciated rate of false positives. In the context of
RTI, the sum of true and false positives consti-
tutes the sample for Tier 2 intervention. For this
reason, we specified the classification cutoff for
the logistic regression models to be equal to the
proportion of second-grade MD children in the
sample (i.e., these are the children that the first-
grade screeners should have identified). We gener-
ated logistic regression models by using SPSS
13.0 statistical software, and we entered all four
predictors together in one block.

To contrast various classification models, we
used sensitivity, specificity, and area under the
ROC curves (generated by using SPSS 13.0). The
calculation for sensitivity, or the degree to which a
screening measure correctly identifies children at
high risk for MD (i.e., true positives), involves di-
viding the number of true positives by the sum of
true positives and false negatives. Sensitivity in-
creases as the number of false negatives decreases.
Specificity, on the other hand, refers to the degree
to which a screening measure correctly identifies
children at low risk for MD (i.e., true negatives)
and is calculated by dividing the number of true
negatives by the sum of true negatives and false
positives. Specificity increases as the number of
false positives decreases. An ROC curve is a plot of
the true positive rate (sensitivity) against the false
positive rate (1-specificity) for the different possi-
ble cutpoints of a diagnostic test.

For evaluating differences in predictive accu-
racy across models (see Steadman et al., 2000;
Tsien, Fraser, Long, & Kennedy, 1998), we used
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area under the ROC curve (AUC), a measure of
discrimination, or the ability of the screening test
to correctly classify second-grade MD and NMD
children. For example, if we had already correctly
classified children into MD and NMD groups
and then randomly picked and tested one child
from the MD group and one from the NMD
group, we would expect that the child scoring
lower on the first-grade prediction battery would
be the one from the MD group. The AUC, which
represents the percentage of randomly drawn
pairs for which the screening test correctly classi-
fies the two children in the random pair, ranges
from .5 (i.e., chance performance) to 1.0 (i.e.,
perfect performance; Swets, 1992). We considered
an AUC greater than .90 excellent; .80 to .90,
good; .70 to .80, fair; and below .70, poor. A lack
of overlap on the confidence intervals on the
AUC:s for two models indicated differences in
predictive accuracy across the models.

Progress Monitoring. To examine how CBM
Computation and Number Identification/Count-
ing functioned as progress-monitoring tools, we
assessed predictive validity by calculating the cor-
relation between slope and end-of-second-grade
performance on the WRAT 3-Arithmetic and on
Jordan’s Story Problems. We tested the difference
between correlations with WRAT and Story Prob-
lems by using the formula of Walker and Lev
(1953) for testing differences between correlations
calculated on dependent samples. To assess dis-
criminant validity, we conducted one-way analy-
ses of variance (ANOVAs) on slopes, using
end-of-second-grade MD status as the between-
subjects variable, and also reported corresponding
effect sizes (i.e., the difference between the NMD
and MD means, divided by the standard devia-
tion of the NMD group).

RESULTS
MD PREVALENCE

Of the 170 students in the sample, we designated
23 as MD-calculation and 24 as MD-word prob-
lems. Eight qualified as MD—calculation only, 8
were MD-word problems only, and 31 were
both. To estimate prevalence rates for the general
population, we extrapolated these figures to the
population of 667 first-grade consented students
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TABLE 2
Demographics by Second-Grade MD Status

Calculation Word Problems
NMD MD NMD MD
(h=147) (n=23) (n = 146) (n =24)

Variable n (%) n (%) X2 n (%) n (%) X2
Males 73 (49.7) 16 (69.6) (1)3.16 73 (50.00 16 (67.7) (1)2.29
Race: African American 65 (44.2) 10 (435) (3)3.32 64 (43.8) 11 (45.8) (3)1.22

Caucasian 65 (44.2) 13 (56.5) 66 (45.2) 12 (50.0)

Hispanic 13 (8.8) 0 (0.0) 12 (8.2) (4.2)

Other 4 2.7) 0 (0.0) 4 2.7) 0 (0.0)
Subsidized Lunch 72 (49.0) 10 (43.5) (1)0.02 69 (47.2) 13 (54.2) (1)0.58

Note: NMD = not math disabled; MD = math disabled.

as follows. We first used the percentage of MD
among the low-study-entry control students rep-
resented in the present sample (20 of 57, or
35.1%, for MD—calculation and 19 of 57, or
33.3%, for MD-word problems) to estimate the
number of students with MD among the low-
study-entry students not represented in the pre-
sent sample (because they were part of the
low-study-entry tutored group [z = 70] or be-
cause they were low-study-control students with
missing data [# = 12]). We thereby estimated that
without intervention, we would have identified
29 of these 82 low-study-entry students with
MD-—calculation and 27 with MD-word prob-
lems. We next used the percentage of MD among
the average-study-entry comparison students rep-
resented in the present sample (3 of 113, or
2.7%, for MD—calculation and 5 of 113, or
4.4%, for MD-word problems) to estimate the
number of students with MD among the average-
study-entry comparison students not represented
in the present sample (because they were average-
study-entry students not sampled for comparison
purposes [n = 348] or because they were average-
study-entry comparison students with missing
data [» = 35]). We thereby estimated that we
would have identified 10 of these 383 students
with MD~—calculation and that we would have
identified 17 of them with MD-word problems.
This method resulted in projecting that a total of
62 of the 667 students would have MD—calcula-
tion, for a prevalence rate of 9.3%, and that 68

Reproduced with permission of the copyright owner.

students would have MD-word problems, for a
prevalence rate of 10.2%.

Although we set our cutpoint for MD at the
10th percentile, we relied on normative frame-
works that were external to the 41 classrooms
from which we drew our sample. We therefore
did not necessarily expect to net 10% of the stu-
dents in these 41 classrooms as MD. Moreover,
because we did not sample all students in these 41
classrooms (we omitted the higher-performing
students), we believe that we missed at least a few
students who would have emerged as MD at the
end of second grade, rendering our figures of
9.3% and 10.2% underestimates of MD preva-
lence.

In Table 2, we show sex, race, and subsidized
lunch status by MD—calculation status and by
MD-word problems status, as well as chi-square
values testing whether these demographic vari-
ables related to MD status. Table 3 shows means
and standard deviations by MD—calculation sta-
tus and by MD-word problems status on (a) be-
ginning-of-first-grade performance on the W] III
subtests, (b) beginning-of-first-grade performance
on the four screening measures, and (c) end-of-
second-grade performance on WRAT-Arithmetic
and Story Problems. For each variable, we also re-
port results of a one-way analysis of variance
(NMD vs. MD) with F value and effect size. In-
terestingly, as shown, the MD and NMD groups
were demographically comparable. By contrast, as
would be expected, beginning-of-first-grade and
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TABLE 4

Correlations Between Beginning First-Grade Screeners and End-of-Second-Grade Outcomes (n = 170)

Variables

Variables FR CBM-C NIDC CBM-C/A Arith
Initial Fact Retrieval (FR)

CBM Comp. (CBM-C) .336**

Number ID/Count (NIDC) .109 234>

CBM Concepts/App. (CBM-C/A) .153 .350** .360**
End 2nd-Grade WRAT-Arith. (Arith) 135 .344** .340** .403**

Word Problems (WP) .095 .346** .390** 442%* .607**

Note. CBM Comp = Curriculum-Based Measurement Computation; Number ID/Count = Number Identifica-
tion/Counting; CBM Concepts/App. = Curriculum-Based Measurement Concepts/Applications; WRAT-Arith =
Wide-Range Achievement Test 3-Arithmetic; Word Problems = Jordan’s Story Problems.

*p<.01.**p <.001.

end-of-second-grade academic performance
tended to differ as a function of MD status on
both reading and math variables. The only perfor-
mance variable on which students did not differ
was fact retrieval, probably because of a floor ef-
fect on the measure.

SCREENING

In Table 4, we report zero-order correlations be-
tween the four screening measures and the two
outcome measures. In Table 5, we report the re-
sults of the logistic regression analyses for deter-
mining how the four first-grade screeners
contributed to the prediction of second-grade
MD status, along with hit rate, sensitivity, speci-
ficity, and area under the ROC curve. In the same
table, we present these statistics for the prediction
of second-grade MD—word problems status.

For predicting MD-calculation status, the
four-variable screening model resulted in a hit
rate of 78.2%, with specificity exceeding sensitiv-
ity. The AUC was .847, which is deemed good.
Among the screening errors, the initial screening
missed 7 second graders with MD—calculation,
whereas 30 students whom screening identified as
at risk did not meet the second-grade criteria for
MD-calculation. Among the four screeners,
CBM Concepts/Applications contributed most to
the prediction of second-grade MD, followed by
CBM Computation. Number Identification/

324
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Counting and fact retrieval failed to contribute
significantly to the prediction when the other two
variables were in the mix.

In predicting MD-word problems status, the
four-variable screening model resulted in a hit
rate of 74.7%, with more similar specificity and
sensitivity. The AUC was again good, with a coef-
ficient of .806. Among the screening errors, the
initial screening missed 7 second graders with
MD-word problems, whereas 36 students whom
screening identified as at risk for difficulty did not
meet the second-grade criteria for MD-word
problems. Among the four screeners, CBM Con-
cepts/Applications and CBM Computation con-
tributed significantly to the prediction of
second-grade MD-word problems; Number
Identification/Counting and fact retrieval did not.

PROGRESS MONITORING

The correlation of CBM Computation slope with
end-of-second-grade WRAT 3-Arithmetic perfor-
mance was .34, and correlation with end-of-sec-
ond-grade word problems performance was .28.
The correlation of Number Identification/Count-
ing slope with end-of-second-grade WRAT
3—Arithmetic performance was —.11, and correla-
tion with end-of-second-grade word problems
performance was —.19. The difference in the cor-
relations (CBM Computation vs. Number Identi-
fication/Counting) with end-of-second-grade
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WRAT performance was statistically significant,
#(222) = 4.58, p < .001, as was the difference in
correlations with end-of-second-grade word-prob-
lem performance, £(222) = 4.60, p < .001.

At the bottom of Table 3, we report first-
grade slope on CBM Computation and on Num-
ber Identification/Counting; and for each slope,
we report results of a one-way analysis of variance
(NMD vs. MD) with F value and effect size. As
shown in Table 3, CBM Computation slope dif-
fered significantly as a function of second-grade
MD status for calculation and on word problems,
with moderate effect sizes. By contrast, Number
Identification/Counting slope did not differ reli-
ably as a function of second-grade MD group sta-
tus. The negative correlations and the lack of
discriminant validity between NMD and MD for
Number Identification/Counting probably oc-
curred because large numbers of students reached
the ceiling on this measure: At Week 2, 25.3% of
the sample had obtained the maximum score; by
Week 5, 37.1% had reached it; and by Week 16,
72.0%.

DISCUSSION

We considered the value of a four-variable first-
grade screening battery for forecasting calcula-
tions and word problems MD at the end of
second grade. The four screeners were (a) a rela-
tively easy screener that incorporated a limited set
of skills (number identification/counting, e.g., 3,
4,5, __, __); (b) a more difficult single-skill
screener that relied on fact retrieval (e.g., 4 + 2, 9
- 3); (c) a2 multiple-skill computation screener
that sampled the entire first-grade curriculum;
and (d) a muliple-skill concepts and applications
screener that sampled the entire first-grade cur-
riculum. For specifying risk for MD~calculation
and MD-word problems, the four-variable model
produced similarly good fits, with an AUC of
.847 for MD—calculation and .806 for MD-word
problems. In both models, CBM Concepts and
Applications and CBM Computation, the multi-
ple-skill screeners that sampled the entire first-
grade curriculum, were the primary drivers of
classification accuracy. Moreover, CBM Concepts
and Applications was the better of these two pre-
dictors in specifying both types of MD. In this

way, the results echo the findings of Baker et al.
(2002). Those findings suggest that multiskill
screeners, which tap items across a range of diffi-
culty and math domains, may provide differen-
tially strong correlates of math outcome.

This recurring pattern suggests the potential
utility of screeners that incorporate a range of
math skills. Why might a multiskill screener, like
CBM Concepts/Applications, operate better than
the single-skill screeners that we included? First,
research (e.g., Fuchs, Fuchs, Stuebing, et al.,,
2006; Fuchs, Fuchs, Compton, Powell, et al.,
2006) indicates that different aspects of mathe-
matics (e.g., problem solving or computation)
may represent distinct forms of mathematical
cognition. This finding challenges the notion that
a single math task may serve as a viable predictor
of subsequent mathematics difficulties in school
as the range of skills required for success grows. In
a related way, as the domain of skills in the
screener expands (for example, CBM Concepts/
Applications incorporates measurement, concepts,
word problems, numeration, applied computa-
tion, and more), the screener assesses a larger set
of competencies, which may connect in more ro-
bust ways with subsequent math performance in
school. Yet another reason that a multiskill
screener might work better than a single-skill
screener is that the relatively easy single-skill
screening tasks may yield insufficiently fine dis-
criminations at the lower end of the distribution.
This outcome may be especially true at first
grade, where the screening behaviors prior to the
present study (see Table 1, with the exception of
Bryant et al.’s [2006] addition facts) have strongly
resembled or have been identical to the screening
measures investigated at kindergarten.

For both outcomes, however, the multivari-
ate screening battery did not specify risk com-
pletely. For MD—calculation, 30 students who the
screening indicated were at risk did not meet the
second-grade criterion for MD—calculation, so an
RTI-LD identification system that relied on this
four-variable screening battery would have tu-
tored 30 students unnecessarily. Moreover, the
initial screening missed 7 students who went on
to develop MD—calculation by the end of second
grade, and they therefore would have been denied
the preventive attention that they required. The
figures for MD—word problems were similar. A
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total of 36 students who the screening indicated
were at risk did not meet the second-grade crite-
tion for MD-word problems, so three dozen stu-
dents would have received tutoring unnecessarily
within an RTI-LD identification system. In addi-
tion, the initial screening missed another 7 stu-
dents who emerged with MD-word problems by
the end of second grade and who therefore would
have been denied the opportunity for Tier 2 tu-
toring. Within the context of reading, Jenkins
and O’Connor (2002) suggested that to function
adequately within an RTI system, the screening
process needs to select all true positives while lim-
iting false positives. Although such an ambitious
standard may be difficult to achieve, educators
and researchers need to fine-tune a system for
screening MD risk. For example, research might
consider including an easier fact retrieval measure,
similar to the one that Bryant et al. (2006) used,
and might consider conducting short-term
progress monitoring for students below the 50th
percentile on the screening battery for verifying
risk status.

How do our findings compare with previous
work on screening? Drawing such comparisons is
difficult for several reasons. First, previous studies
that report (or provide the basis for deriving) de-
cision utility data—including hit rate, sensitivity,
and specificity—have relied on teacher judgments
of performance either as screeners or as the crite-
tion for performance; the present study relied in-
stead on students’ test performance for the
screencr as well as an objective and stringent crite-
rion of MD (test performance below the 10th
percentile). In addition, the remaining studies re-
lied entirely on cortelation coefficients, which are
sometimes lower (Daly et al., 1997) and some-
times higher (Baker et al., 2002; Bryant e al,,
2006; Chard et al., 2005; Clarke & Shinn, 2004),
but we set a higher standard for our criterion for
outcome by considering performance at the end
of second grade, nearly 2 school years after screen-
ing occurred. By contrast, previous work has ex-
amined outcomes that are at most 1 year later and
no further out than the end of first grade. In ad-
dition, in the present study, as opposed to prior
work, we restricted participation to students who
began first grade as low or average in math (i.c.,
we excluded high performers). We excluded high

petformers because we were primarily interested
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in the accuracy of distinguishing MD from
NMD, where distinctions in the lower half of the
distribution are most pertinent. Excluding high
performers did, however, restrict the range of our
correlations and thereby lower them. Moreover, in
a similar way, hit rate, specificity, and sensitivity
would have been higher if the sample had in-
cluded a representative distribution that included
high performers, for whom forecasting classifica-
tion would have been easier.

In interpreting this study’s screening find-
ings, we note that the relatively easy single-skill
screener, Number Identification/Counting, al-
though not a significant contributor, may hold
some promise for forecasting second-grade MD,
at least for Calculations status. This outcome is
reminiscent of prior wotk, in which number iden-
tification, missing number, and counting screen-
ers used at kindergarten and first grade have
provided moderate correlations with outcomes
several months to 1 year out. Therefore, addi-
tional research, employing larger samples and in-
corporating a greater number of items on the
Number Identification/Counting measure (as in
prior work), should continue to explore the possi-
bility that number identification and counting
may help identify risk for MD, at least in calcula-
tions.

Considering this possibility, we can contem-
plate our study’s second purpose: comparing the
tenability of two math assessments for the pur-
pose of monitoring student progress across first
grade. Progress-monitoring data were available for
two measures: CBM Computation (a multiskill
task) and Number Identification/Counting (a rel-
atively easy single-skill task reminiscent of those
investigated in prior studies). Clarke (2005) had
examined the utility of relatively easy single-skill
screeners as progress-monitoring tools by compar-
ing rates of increase (difference scores) from fall to
winter as opposed to comparing them from win-
ter to spring, Lembke and Foegen (2006) had also
measured students on relatively easy single-skill
tasks, but did so monthly from November to Jan-
uary. We extended this work by conducting 27
weekly assessments over the course of first grade,
as would occur if the measures were in fact used
for progress monitoring. We compared the pre-
dictive validity (i.e., correlations of the slopes
with end-of-second-grade math performance for
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the two progress-monitoring measures) and dis-
criminant validity (i.e., contrasting slope as a
function of end-of-second-grade MD status) for
the relatively easy single-skill task against the
broader multiskill task.

The results demonstrated the superiority of
the multiskill CBM Computation task, in which
the relation between slope and second-grade out-
comes was significantly higher than for Number
Identification/Counting. At the same time, CBM
Computation slopes for NMD students were sig-
nificantly and substantially higher than for
MD-calculation and for MD-word problems
students. We did not obtain this result, however,
for Number Identification/Counting, where
slopes were unsuitably low, a finding that repli-
cates the data presented by Lembke and Foegen
(2006).

Moreover, we remind readers that the present
study excluded high-performing students. Assess-
ing a representative sample that included these
high performers would probably have magnified
the findings favoring the CBM Computation
slopes. That is, slopes for the CBM Computation
task, which did not suffer a ceiling effect, would
have been higher and would have discriminated
MD status better, whereas slopes for the Number
Identification/Counting task, which did suffer a
ceiling effect, would have been lower and would
not have discriminated MD status as well. Conse-
quently, despite the potential of Number Identifi-
cation/Counting as a screener (at least for
second-grade MD—calculation status and pending
additional study with larger sample sizes), it
proved problematic as a progress-monitoring tool.
This outcome occurred because of a ceiling effect
well before the end of first grade, creating a situa-
tion in which some students’ slopes were indistin-
guishable from those of low-performing students.
This finding, of course, is problematic for gaug-
ing responsiveness to instruction to identify stu-
dents with MD within an RTI framework, and
future research should consider a more challeng-
ing form of concept/applications progress moni-
toring, perhaps in the form of CBM
Concepts/Applications or some other muleiskill
measure that incorporates more items and items
with greater difficulty than Number Identifica-
tion/Counting. More generally, the results illus-
trate how a measure that may provide useful

Reproduced with permission of the copyright owner.

screening data does not necessarily function well
to monitor progress.

Clearly, a need exists for more research to de-
lineate optimal methods for screening MD at the
beginning of first grade and for monitoring math
development across first grade. While the field
awaits additional research, however, the present
findings can help guide schools that are struggling
to identify their assessment methods within a
multitier prevention/LD identification system in
math. Our results suggest that educators can effi-
ciently use CBM Concepts/Applications and
CBM Computation in a first-cut effort to identify
risk for poor math development, perhaps in con-
junction with short-term progress monitoring to
verify risk status. For progress monitoring, study
findings indicate that CBM Computation may
provide valid information about the development
of math competence across first grade.

A need exists for more research to delineate
optimal methods for screening MD at the
beginning of first grade and for monitoring
math development across first grade.
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